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1 MOTIVATION

OR professional users, RAW images are usually pre-

ferred over RGB images since they contain unprocessed
scene irradiance. Such information is desirable for attaining
more plausible visual effects and various image editing
tasks. Recently, researchers point out that RAW images
are also valuable for computer vision tasks, such as im-
age super-resolution, image denoising, and reflection re-
moval [1], [2]. However, since RAW images are memory-
intensive, saving a pair of RAW and RGB images is not
feasible. To enable users to get access to the RAW one,
inverting the RGB images to RAW images becomes an
important problem in computational photography.

Inverting the image signal processing (ISP) is a challeng-
ing problem since the ISP is a lossy pipeline, converting
12 or 14-bit RAW data to 8-bit RGB data. Especially, the
over-exposed regions totally lose the corresponding data,
resulting in a harder inversion. Moreover, there is also a
lossy image compression process in the digital camera to
save the RGB in the JPEG format. The current state-of-
the-art method, Invertible ISP [3], utilizes the normalizing-
flow-based models [4] with a differentiable JPEG simula-
tor. However, due to the capacity limitation of flow-based
models, their performance still has room for improvement,
especially for the over-exposed areas.

The emergence of denoising diffusion probabilistic mod-
els (DDPM) [5] inspires us to investigate inverting the ISP
process with the diffusion models. With their incredible
generative power, in this work, we seek to develop a fully
end-to-end framework to directly synthesize 14-bit RAW
images from the RGB images.

2 RELATED WORK

RAW Image Reconstruction. There is a line of work re-
searching reconstructing RAW images from RGB ones. Afifi
et al. [6] propose to model the RAW recovery process with
camera-independent CIE-XYZ color space. Zamir et al. [2]
propose to model the RGB-RAW-RGB pipeline in a cycle
manner. Invertible ISP [3] proposes leveraging the invertible
neural network to merge RAW-to-RGB and RGB-to-RAW
mapping in a single model. Unlike previous work, we
target to utilize the generative power of diffusion models to
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compensate for the gap between RAW data and RGB data,
especially for the over-exposed part.

Diffusion Models. With the success of diffusion models in
density estimation and sample quality, it is also introduced
into the domains of images [7], video [8], and 3D [9] with an
underlying neural backbone as a UNet [10]. The generative
process of diffusion models is formulated as an iterative de-
noising procedure [5] with many variants. While researchers
demonstrate that they can achieve amazing performance in
these domains, there is no work combining RAW image
reconstruction with diffusion models to fully dig into the
potential of their generative power for the missing data.

3 OVERVIEW

Given an RGB image X € RH*WX3 a5 the condition, the
learned diffusion model iteratively refines a noise Yr ~
N(0,1) to Yr_1, Yr_2, ..., Yo. And the final output of the
diffusion model Y, € RZ*W*3 is the demosaicked image.
Then we apply the Bayer sampling function fpayer to attain
the target RAW image Z € RE*Wx1 by:

Z = fBayer(YO)- (1)

The architecture of our diffusion model is U-Net, and we
follow [11] to train our model.

Moreover, due to the demand for high GPU resources
of diffusion models, we are also interested in implementing
a version of Latent Diffusion Models [10], which conducts
the diffusion process in the latent space for the RAW image
reconstruction. We plan to first get autoencoder models
for RGB data and demosaicked images by fine-tuning the
models provided by Stable Diffusion!. Then we can bridge
the two latent spaces through the diffusion process.

4 MILESTONE
Our plan is as follows chronologically:

o We replicate the main baseline Invertible ISP [3] by
run their training code by 11.20.

o We follow [11] to train a diffusion model to recon-
struct RAW images from RGB images in terms of
resolution 128 x 128 by 11.30.

o Weare eager to extend our model to a latent diffusion
version to enable higher-resolution synthesis, e.g.,
256 x 256 by 12.05.

1. https:/ / github.com/CompVis/stable-diffusion
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