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1 Motivation

Event cameras are bio-inspired sensors that
mimic the working principle of human retinas.
Unlike traditional cameras with rolling shutters
that capture image frames at regular frequencies,
event cameras detect pixel-wise binary brightness
changes in the scene and output asynchronous se-
quences of “events”. The advantages of event cam-
eras compare to RGB cameras include a high dy-
namic range, microsecond-level temporal resolu-
tion, and no motion blur. Therefore, event cameras
are well-suited for high-speed applications such as
driving scenarios.

There are plenty of methods to denoise image
data sampled from RGB cameras. However, they
cannot be directly applied to event data due to
the difference in data representations. In event
data learning, deep-learning based approaches usu-
ally convert event streams to image-like data and
use image models like CNNs to do further process-
ing. We are interested in exploring deep neural
networks’ capabilities in terms of denoising event
data. In addition, we will explore and compare the
effectiveness of different event data representations
that are commonly used in the community.

2 Related Works

2.1 Event Voxel Representation

Since the event data samples are streams of
events, existing methods usually transform the raw
event streams into image-like data that can be
processed by CNNs. EST [4] proposed a way to
convert the event data from a four-dimensional
(z,y,t,p) structure, to a three-dimensional voxel
grid by projecting or summing one of the four di-
mensions. It shows that the Event Voxel Grid rep-
resentation performs well in classification and opti-
cal flow tasks. Specifically, the Event Voxel Grid is
obtained by dividing event streams into a number

of portions with equal temporal length and project-
ing all events within each portion onto individual
image channels. If multiple events are projected
onto the same pixel in a time channel, the inten-
sity of that pixel accumulates based on the num-
ber of occurred events. Data of opposite polar-
ities are handled separately and concatenated at
the end of the processing step, doubling the total
number of channels. Therefore, for an event cam-
era with a spatial resolution of m by n, and an
event stream of AT seconds, we can turn it into
an Event Voxel Grid with 2k channels of size m by
n, each corresponds to its polarity and time chan-
nel for AT/k seconds. EST [4] also proposed an-
other event data representation named the Event
Spike Tensor (EST), which is similar to the Event
Voxel Grid structure. In the EST representation,
the pixel intensities of each time channel are re-
placed by the normalized timestamps of the cor-
responding events. This representation produces
the same data dimensions as the Event Voxel Grid
method and preserves as much temporal informa-
tion within each time bin as possible.

2.2 EventZoom

EventZoom [3] is a recently proposed neural
network approach for event denoising and super-
resolution. It’s able to effectively remove noisy
events and achieves SOTA super-resolution image
reconstruction results while being 10x faster. The
network takes in the noisy event data in low res-
olution and outputs its denoised version in high
resolution, which both are represented by 3D Ten-
sors. Before and after the network, there are pro-
cessing steps to stack the raw events to tensors and
re-distribute the output tensor to events.

As shown in Figure 1, EventZoom was built upon
the 3D U-Net backbone and incorporated an E2I
module to leverage the (2D RGB) image informa-
tion. The U-Net first downsamples the event tensor
with convolution layers to get a high-level feature
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Figure 1: EventZoom-2x network architecture.

and then upsamples it with deconvolution layers
until obtains the 2x feature map size. There are
skip connections between the corresponding con-
volution and deconvolution layers with the same
feature map size. The E2I module is a com-
bination of an event-to-image reconstruction net-
work E2VIDI[5] and an image super-resolution(SR)
network FSRCNNJ2] supervised by high-resolution
ground-truth images.

3 Method

3.1 Data Processing

We plan to evaluate our approach on DVS gesture
dataset [1]. This dataset consists of 11 hand ges-
tures from 29 subjects under 3 illumination condi-
tions. We add various types of noises to the spatial
and temporal dimensions of the event data to simu-
late noisy input. As mentioned in Event Voxel Rep-
resentation, an event stream sample can be con-
verted to multi-channel image-like data. The noisy
event samples are then transformed into event vox-
els for further processing. We also aim to explore

different input data representations, such as the
Voxel Grid and the Event Spike Tensor representa-
tions.

3.2 Baseline

As EventZoom [3] does not publicly release their
code, we plan to implement our baseline model
based on a 3D U-net backbone proposed by Event-
Zoom [3]. The noisy event voxel data will be down-
sampled to high-level features and then decon-
volved to high spatial resolution. Lastly, the high-
resolution voxels will be assigned back to event
streams, as also done in EventZoom.

3.3 Ours

We propose a new architecture that is modified
from our baseline. We will introduce another con-
volution or MLP layer that encodes the temporal
information within each voxel time channel. Then
we add another decoder at the end of the network
to assign voxel representation to the event stream,
which is conditioned on the previously extracted
temporal features. We believe that this method
can increase the accuracy of denoising.

3.4 Evaluation Metrics

We evaluate the baseline and our approach’s de-
noising performance using Signal to Noise Ratio
(SNR) and Mean Squared Error(MSE) between the
noisy event data and the recovered event data from
the models.

4 Milestone

e Nov. 16 - Nov. 23: Set up the code base,
data processing, evaluation pipeline, and im-
plement the baseline

e Nov. 23 - Nov. 30: Implement and evaluate
our approach

e Nov. 30 - Dec. 7: Prepare poster, report, and
code submission



References

[1]

AMIR, A., TABA, B., BERG, D. J., MELANO,
T., McKinsTtrY, J. L., b1 Novrro, C.,
Navak, T. K., ANDREOPOULOS, A., GAR-
REAU, G., MENDOZA, M., KusniTz, J. A,
DEBOLE, M. V., EsSER, S. K., DELBRUCK,
T., FLICKNER, M., AND MoDHA, D. S. A
low power, fully event-based gesture recogni-
tion system. 2017 IEEE Conference on Com-
puter Vision and Pattern Recognition (CVPR)
(2017), 7388-7397.

Dong, C., Loy, C. C., AND TANG, X. Accel-
erating the super-resolution convolutional neu-
ral network. In European conference on com-
puter vision (2016), Springer, pp. 391-407.

Duan, P., WANG, Z. W., Zuou, X., MA,
Y., AND SHI, B. Eventzoom: Learning to de-
noise and super resolve neuromorphic events.
In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition
(2021), pp. 12824-12833.

GEHRIG, D., LOQUERCIO, A., DERPANIS,
K. G., AND ScAraMUZZA, D. End-to-end
learning of representations for asynchronous
event-based data. In Proceedings of the
IEEE/CVF International Conference on Com-
puter Vision (2019), pp. 5633-5643.

REBECQ, H., RANFTL, R., KOLTUN, V., AND
ScARAMUZzZA, D. Events-to-video: Bring-
ing modern computer vision to event cameras.
In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition
(2019), pp. 3857-3866.



