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Motivation

The animation industry has traditionally spent a majority of time animating novel views
of characters manually using hand-drawn techniques. More recently with Computer
Graphics techniques, geometric representations such as meshes paired with rendering
algorithms can automate novel views of characters and scenery. However, much of
these geometric representations take time to construct and lose the fidelity of cartoon
exageration where as hand-drawn images maintain an artists orginal vision of a
character. Is there ways that modern novel view synthesis learning techniques could be
applied into the artistic domain? Specifically, could you apply NeRF’s to cartoon
character drawings and generate novel views of those characters?

Related Work

Novel view synthesis tackles the problem of rendering any desired view of a subject
given only a subset of views and respective renders. Recently the volumetric-based
representation Neural Radiance Fields [2] has gained much popularity by representing a
subject as a density field and view-dependent radiance. Much followup work has driven
NeRF’s to handle deformations [4], faster representations [5], and fewer input [6].

Novel view generation of cartoon images within the 2D graphics community have taken
more geometric approaches such as with rotating planar representations [1] or image
feature matching/interpolation [7]. The most widely sought after application of novel
view generation is inbetweening (drawing frames inbetween two key frames), which
could use the application of deformable NeRfs given few character inputs and real-time
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manipulation; however this idea has not been published or explored in depth with
NeRFs.

Project Overview

I have been looking at the idea of cartoon character inputs for NeRF's for the past
couple of months but more recently | have began experimenting with implementations
and ideas. The main issues of this problem are the following:

e Few Shot Input: The artist can realistically provide very few input images for the
NeRF to train on. Regular NeRF’s don’t handle few shot well.

o Cartoon vs Real domains: The cartoon domain is vastly different than the real
domain with shading (toon shading) and view dependent geometry (mickey mouse
ears effect). Is there ways to capture cartoon characteristics in NeRFs by using
cartoon priors.

For my project, I'd like to explore formulating cartoon priors for a NeRF. Because the
range of cartoon problems is large, I'd like to specifically focus on generating novel
views of a character in a still pose. The raw data can be found in the format of
character reference sheets where | can estimate camera matrices through overlaying

Toon NeRF



00 @xoEnesaEn Noey

RELLA

https://www.artstation.com/artwork/bbZwG

Milestones

My milestones should be very flexible since | am not implementing a previous paper,
thus my results are undetermined. But | have a few ideas | can set as milestones for
Now.

+ Implement a color palette regularization with comparisons. Color palettes are
commonly used in character design, so the range of rgb values is discrete.

¢ Image Gradient regularization with comparisons. Cartoon images often have black
outlines to indicate segmentation, but implicitly these silhouettes mark surfaces with
normals perpendicular to the camera view [3]. We should use this information to
regularize the density field of our NeRF.

o Explore backing representations of NeRF’s with comparisons: MLP, Hash Tables,
Tri-Planar Grids, Voxel Grids.
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