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scene, by only summing up the photons
over the exposure time we discard \ e
information on the photon’s arrival
trajectory and the paths taken.

. Emerging sensors allow new imaging
techniques which enable viewing a trillion
frames per second, down to individual

single photon arrivals. : .
B One new imaging technique enabled is ¥ q.
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capturing images outside the sensor’s Results

direct line of sight, seeing behind walls and Vel Vet Eomibieals QUall{y

objects, and capturing depth information Ours Ground Truth Unsupervised Geometry
C Capturing this image data is however

expensive.

. Recent developments in 3D Computer
Vision have however led to algorithms for
Novel View Synthesis, which can recover
indirect/direct light images from a small
number of multi-view observations.

Related Work

Scene Reconstruction.

. KinectFusion [1] is a variant of RGB-D reliant
method that combines multiple depth
measurements fused using a signed distance
function (SDF) with real-time tracking to
reconstruct objects in real-time.

9 Single View MPI is a method that relies on just
RGB images [2], which learns to generate multi-
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a popular representation of the 3D scene [3]. MLP Car Direct 38.54 0.98
takes an input 3D location in the model space and Car Indirect 33.01 0.90
outputs occupancy, density or colour. /
Direct/Indirect Light Separation [V )
* [4] proposes to use high frequency light sources Conclusion & Future Work
and multi-view images to get light separation. .. . L L
However reconstructing novel indirect/direct light . NeRF’s simple rendering equation is able to represent complex lighting effects,
views has not yet been attempted. such as indirect reflections.
e Nonetheless results are better for the reconstruction of the scene using the direct
\ / component of light. This is probably due to the image formation process being
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