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Motivation

. We are often interested in digital
scans of histology slides for computer
aided analyses
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B Scanners are very sensitive to small
bumps in tissues, leading to out of
focus

g Lot of work on different
regularizers for image deconvolution
based on different assumptions,
which may not be valid for
histopathology

. This work evaluates different
priors under assumption of non blind
deconvolution and Adam optimization
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Related Work

. Total Variation(TV)["l works very well
for natural images but has shown to
produce staircase effect in medical
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New Technique )
b=a* T +7
1
minimizeriHAx —b|%, + AT(x)

Different priors were tried for given blur kernel, such as Total Variation, L1, L2,

Hessian Schatten norm, Laplacian

Three novel priors were proposed:

* Maximize cells: The cells must have sharp boundaries and should be well
dissected compared to its adjacent surrounding cells. Hence maximizing the
number of cells roughly may lead to this effect
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+ Cross Entropy: The deconvolved image should give high probabilty for a model
trained to detect blurred(Q) vs in-focus image(P)

U(x) = —log(T(& € P|%))
« KL Divergence: The deconvolved image should be as far apart from the blurred
image. Donskar-Varadhan Representationl®! of KL divergence is used for this

Drr(P||Q) = supro_zEp[T] — log(Eg[e"])
U(x) = —(T(¢ € P|&) — T(b € Qb))
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4 Experimental Results )

hessian_schatten, maximize cells, cross_entropy.
PSNR: 23.40 PSNR: 25,50 PSNR: 25,30
SSiM; 0.61 Ssim: 0.76 Ssin: 0.75

Blurry and Noisy Image,
PSNR: 23.44
SSiM: 0.62

nessian scnaren,
PSNF: 32,40

maximize_cells,
20

eross_entropy.
g PSNR: 26.80
SSIM: 0.77 ssim: 0.58 SSiM: 055

Blurry and Noisy image,
PSNR: 25.75
Target image S5iM: 0.34

images!?
. Hessian Schatten Norm[3l, similar to > - - > -
TV but applied on hessian, has been » . . * ’
shown to work well in fluorescence P> 3
imaging4! g 4 - ” ~
: For digital pathO]ogy’_ there_ has been Lamda Blur Kernel No Prior | Anisotropic TV | Isotropic TV | Hessian Schatten L1
work; on deconvolution using deep (10,10,0 = 1.5) | 1949 +1.08 | 2659 +2.00 | 26.16+1.75 2633 +£1.65 | 19.012+0.94
learningl®!, however the effect of 0.05 [(30,30,0 =45) | 2454 £246 | 2544+337 |2550+332| 2487+268 24.03 £2.19
different priors have not been (60,60,0 = 6.5) | 24.16 £3.16 | 2423 +3.53 | 24.29+352 | 24.17+3.22 2370 + 2.83
explored (10,10,0 = 1.5) | 19.49 + 1.08 | 26.06 £3.38 | 25.88+3.15 | 27.07+275 | 11.04+0.20
AP 0.5 [(30,30,0 =45) | 2454 £246 | 2394+361 | 23.77+349 | 2467+329 | 11.81+027
L ) (60,60,0 = 6.5) | 24.16 £ 3.16 | 2320+3.56 | 23.02 %350 23.46 £ 3.36 1178 +0.34
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e oniise remeya g faust-oniar (10,10, = 1.5) | 1949 +1.08 | 19.54 + 1.07 | 19.49 +1.08 19.48 £ 1.08 19.48 + 1.08
partal differential equation with applcations to medical magnetic resonance mages in 0.05 [(30,30,0 =4.5) | 2455 +246 | 2455 £246 | 24541246 | 2454+246 | 24.54+f2.46
piypetrioeli iyl oL i e v e (60,60,0 = 6.5) | 2416 £3.16 | 2416 £3.16 | 24.16+3.16 | 24.15£3.16 | 2415£3.16
1orinr fvelze propioms, IEELISeCions of nage pcessing 22k 1813108 (10,10,0 = 1.5) [ 19.516 £ 1.06 [ 20.01 £ 1.02 | 19.49+1.08 | 1943+£1.07 | 1946+ 1.08
fulkq)r'na. H., Broxton, M, Kudo, T and Wetzstein, G., “Aconvex 3d deconvolution 0.5 [(30,30,0 =45) | 24.56 246 | 24.50 +249 | 2454 +246 | 2445+241 | 2452+ 244
LN EIEIEn SO eeiedlngi; selentliefeperis BN 112 (60,60,0 = 6.5) | 24.17 £ 3.16 | 2416 £3.17 | 2416£3.16 | 2412+3.15 | 2413+3.15
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